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Recovery progress

• SAN - 3 switch FC damaged
• 1 Brocade 48000 (384 ports) – recovered (repaired power distribution board)
• 2 Brocade 5300 (2x96 ports) – recovered (replaced power supplies units) 

• Storage
• 6 DDN S2A9900 (5.7 PB) – recovered (repaired 6 controllers, replaced ~30 disks, data preserved) 
• 1 DDN SFA 10000 (2.5 PB) – waiting for new storage to migrate data
• 3 DDN SFA 12000 (11.7 PB) – waiting for spare parts
• 2 DELL MD3860 (1.1 PB) – recovered (replaced 2 enclosures and 48 disks, data preserved)
• 1 Huawei 6800 (3 PB) – waiting for spare parts

• Servers - 15 servers damaged
• 1 recovered
• 8 to be replaced (waiting for delivery)
• 6 replaced by dismissed ones

• Tape library – see ITM report on library recovery



Common storage and services

• Hosted by DotHill storage system – on-line
• User’s home
• LSF shared storage
• Experiment’s software

• 2 VM clusters (12 Hypevisors) – on-line
• StoRM servers
• Various auxiliary 

• TSM service storage (DB, Logs) – on-line
• Migrated from VNX (actually at CNR site) to local server



New storage installation

• All HW installed after layout revision
• The first layout required fiber IB cables (>3 m)
• Delivery time for fiber cables ~30 days
• 1 week to redo HW installation to place all IB components within 3 m

• All cabling (except 100 Gb Ethernet) to be completed tomorrow
• 100 Gb cabling – waiting for delivery



LHC experiments: ALICE
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LHC experiments: ATLAS
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LHC experiments: CMS
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LHC experiments: LHCb
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Non-LHC experiments
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Latest updates

• Replacement of damaged parts for DDN systems will take place on 5-6 
of February
• The shipment awaits custom clearance in MPX 

• Delivery of 8 servers is expected this week
• The first delivery arrived last Monday but in wrong configuration

• There are some unexpected problems with start-up of Huawei 
storage after replacement of flooded JBODs
• Replacement of JBODs was done on Friday last week
• Startup sequence failed 

• Seems to be a HW configuration (or FW) problem on new JBODs
• Huawei wants to recreate this conditions in their Lab.  



Some remarks

• Repair of FC switches, servers and old DDN 
systems have been performed by Tier1 staff 
(very hard work)
• Failure rate of recovered flooded HDDs:
• 0 failure on SAS disks (out of 48)
• 30 failed SATA disks (out of 300)

• Error rate on flooded tapes is the same as on 
unused ones (from a sample of 20 tapes 
analyzed in the lab)


